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FIG. 6
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CROSS-ACL MULTI-MASTER REPLICATION

CROSS-REFERENCE TO RELATED
APPLICATIONS, PRIORITY CLAIM

This application claims the benefit as a Continuation of
application Ser. No. 13/355,726, filed Jan. 23, 2012 the entire
contents of which is hereby incorporated by reference as if
fully set forth herein, under 35 U.S.C. §120. The applicant(s)
hereby rescind any disclaimer of claim scope in the parent
application(s) or the prosecution history thereof and advise
the USPTO that the claims in this application may be broader
than any claim in the parent application(s).

BACKGROUND

The present disclosure generally relates to distributed com-
puting systems and, in particular, to cross-access control list
data replication in a multi-master database system.

In a typical multi-master computing system, data is stored
at each replication site of a group of replication sites, data
changes may be made at any site of the group, and data
changes made at one site are propagated to the rest of the
group. A multi-master system typically either employs a
“synchronous” replication scheme or an “asynchronous” rep-
lication scheme for propagating a data change made at one
site to the rest of the sites in the group.

With typical synchronous multi-master replication
schemes, each data change is applied at all sites in the group
immediately or at none of the sites if one or more of the sites
in the group cannot accept the data change. For example, one
of'the sites may be offline or unavailable. Many synchronous
multi-master replication schemes are implemented using a
two-phase commit protocol.

In contrast, with typical asynchronous multi-master repli-
cation schemes, a data change made at a site is immediately
accepted at that site but propagation of the data change to
other sites in the group may be deferred. Because propagation
of'data changes may be deferred, if one or more of the sites in
the group are temporarily unavailable, the available sites in
the group can continue to accept data changes, queuing the
data changes locally until they can be propagated to the rest of
the group. For this reason, a multi-master system employing
an asynchronous replication scheme is typically considered
to be more highly available than one employing a synchro-
nous replication scheme. However, asynchronous multi-mas-
ter replication brings with it the possibility of data change
conflicts that occur as a result of concurrent data changes.

A data change conflict can occur in a multi-master system
employing an asynchronous replication scheme when the
same data is changed at two sites before either one of those
data changes can be propagated to the other. For example,
assume that at site A, data representing a particular person’s
eye color is changed to “brown”, and after that data change
but before that data change can be propagated to site B, data
at site B representing the same particular person’s eye coloris
changed to “green”. Without additional information, it is
unclear which data change is the “correct” change that should
be adopted by all sites in the group.

Typically, a multi-master system employing an asynchro-
nous replication scheme provides a mechanism for “decon-
flicting” data change conflicts. In many cases, deconflicting a
data change conflict means to detect and resolve the data
change conflict such that the resolution of the data change
conflict is adopted at all sites. In some cases, the multi-master
system may be able to deconflict a data change conflict auto-
matically without requiring user intervention. In other cases,
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2

user intervention is required to decide which of the concurrent
data changes should be adopted as the “correct” data change.

One possible approach for detecting data change conflicts
in a multi-master system employing asynchronous replica-
tion is through the use of version vectors (sometimes referred
to as vector clocks). A version vector may be defined as a
logical timestamp associated with a data change, and pro-
vides a partial ordering of the associated data change with
respect to other data changes. The logical timestamp is called
“logical” in that its value has no inherent relation to real
“physical” time. Typically, the logical timestamp is repre-
sented as a list of logical clocks, one logical clock per site in
the system. The partial ordering is called “partial” in that a
version vector does not provide a total ordering of the asso-
ciated data change with respect to all other data changes in the
system. Instead, two version vectors associated with two dis-
tributed data changes (i.e., two data changes at two different
sites) can be compared to determine whether one data change
happened before the other or whether the two data changes
happened concurrently and thus, are mutually inconsistent
(i.e., represent a data change conflict). Use of version vectors
for detecting mutual inconsistencies in distributed systems is
well documented, see e.g., “Detection of Mutual Inconsis-
tency in Distributed Systems”, published by the Institute of
Electrical and Electronics Engineers (IEEE) as IEEE Trans-
actions on Software Engineering, VOL. SE-9, No. 3, May
1983, the disclosure of which is hereby incorporated by ref-
erence.

When used in the context of a multi-master system, a single
version vector is typically maintained at each site in the
system. When a site propagates a data change to another site,
the propagating site includes its current version vector in the
notification. The site receiving the notification can compare
its version vector to the version vector received in the notifi-
cation. This comparison can be used to determine whether the
propagated data change happened before, happened after, or
happened concurrently with the latest data change at the site
receiving the notification.

Access control adds an additional layer of complexity to
multi-master replication on top of the complexity of detecting
data change conflicts. In particular, some sites in a multi-
master system may implement access control policies that
limit the information that is shared with other sites in the
group. Further, a site may share certain information with
some sites in the group that it does not share with other sites
in the system. Many existing multi-master replication solu-
tions employ version vectors on a per-site basis for detecting
data change conflicts. These solutions do not adequately
address the complexity introduced by access control.

Consider, for example, a multi-master system with four
sites A, B, C, and D in which site A propagates data changes
directly to sites B and C and sites B and C propagate data
changes directly to site D but site A does not propagate data
changes directly to site D. Further assume that, for security
policy reasons, site A does not propagate certain information
to site B even if that certain information is changed at site A
and that site A does not propagate other certain information to
site C even if that other certain information is changed at site
A. Assume further still that site A does propagate to site B the
other certain information that it does not propagate under the
security policy to site C and that site A does propagate to site
C the certain information it does not propagate to site B. For
example, site A may not propagate social security numbers to
site B and may not propagate home address information to
site C. Finally, assume that there are no restrictions on the
information propagated from sites B and C to site D.
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Next, assume the following sequence of events that occur
in the multi-master system:

Event 1: A datarecord R, is created at site A with values for
the three fields of the data record: “Name”, “Social Security
Number”, and “Home Address”.

Event 2: Site A propagates to site B information reflecting
the data change to site A at Event 1 including the Name and
Home Address information of the record R, but for access
control reasons not the Social Security Number information
of'the record R,,. As a result, a data record R, is stored at site
B with the values for the Name and Home Address fields
received from site A.

Event 3: Site A propagates to site C information reflecting
the data change to site A at Event 1 including the Name and
Social Security Address information of the record R, but for
access control reasons not the Home Address information of
the record R. As a result, a data record R, is stored at site C
with the values for the Name and Social Security Number
fields received from site A.

Event 4: The value of the Name field of record R, is
changed at site B to “John M. Smith”. Concurrently, the value
of'the Name field of record R . is changed at site Cto “J. M. S.”
creating a data change conflict.

Event 5: Site B propagates to site D information reflecting
the data change to site A at Event 1 and the data change to site
B at Event 4 including the Name “John M. Smith” from
record R, and the Home Address information from record R ,..
A data record R is stored at site D with the values for the
Name and Home Address fields received from site B.

Event 6: Site C propagates to site D information reflecting
the data change at site A at Event 1 and the data change at site
C at Event 4 including the Name “J.M.S.” from record R . and
the Social Security Number from record R...

At Event 6 in the above example, per-site version vectors
could be used to detect at site D that the record R, conflicts
with the record R, by virtue of the concurrent updates to the
Name fields of records R, and R at Event 4. However, site D
cannot determine from use of per-site version vectors alone
whether the data change at site B at Event 4, in addition to
changing the value the Name field, also deleted the Social
Security Number field from record R,. Similarly, site D can-
not determine whether the data change at site C at Event 4, in
addition to changing the value of the Name field, also deleted
the Home Address field from record R.. Ideally, in this case
where the Social Security Number field and the Home
Address field were not deleted but instead were filtered at site
A implementing an access control policy, the resulting record
R, at site D after Event 6 would have values for all of the
Name, Social Security Number, and the Home Address fields.
Specifically, the record R, would have as the value of the
Name field either “John M. Smith” or “J.M.S” depending on
how this data change conflict is deconflicted at site D, the
value of the Home Address field received from site B, and the
value of the Social Security Number field received from site
C. Alternatively, if the Home Address field was deleted at
Event 4, then the record R at site D after Event 6 should
reflect the deletions.

The above-example is provided to illustrate an example of
an issue left unaddressed by existing multi-master replication
solutions. Problems in the field include detection of data
change conflicts in a multi-master system while at the same
time facilitating differentiation between a situation where a
conflicting data change is missing information because the
missing information was filtered under an access control
policy and a situation where a conflicting data change is
missing information because the missing information was
deleted as part of the data change. More generally, the prob-
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4

lem is providing multi-master replication in access controlled
replication environments in a manner that is in line with user
expectations.

BRIEF DESCRIPTION OF THE DRAWING(S)

FIG. 1 is a block diagram of a multi-master topology hav-
ing a plurality of replication sites each configured with rep-
lication logic.

FIG. 2 is a block diagram of a data object that includes
access controlled data object data units.

FIG. 3 is a block diagram of a multi-master topology hav-
ing a plurality of replications sites each configured with rep-
lication logic and ACL-based replication filters.

FIG. 4 is a conceptual diagram of a version vector.

FIG. 5 is a block diagram of a data change update that
includes data object data unit updates.

FIG. 6 is a flowchart of a replication protocol.

FIG. 7 is a flowchart of a replication protocol.

FIG. 81s ablock diagram of a computer system on which an
embodiment of the invention may be implemented.

DETAILED DESCRIPTION OF
EMBODIMENT(S)

In the following description, for the purposes of explana-
tion, numerous specific details are set forth in order to provide
a thorough understanding of the present invention. It will be
apparent, however, that the present invention may be prac-
ticed without these specific details. In other instances, well-
known structures and devices are shown in block diagram
form in order to avoid unnecessarily obscuring the present
invention.

Cross-ACL Multi-Master Replication—Overview

In an embodiment, a technique for “cross-ACL” multi-
master replication is provided that allows a replication site in
a multi-master system implementing an asynchronous repli-
cation protocol and an access control policy to appropriately
apply received data change updates to data maintained at the
site even where a data change update is missing information
because of the implemented access control policy. In this
context, the term “ACL” is short for access control list. An
“access control list” may be any data that specifies, either
directly or indirectly, what operations may be performed
using associated access controlled data and who or what may
perform those operations. For example, an access control list
may specify that “everyone” can “read” the associated access
controlled data but that only “supervisors” can “write” the
access controlled data. As another example, an access control
list may classify the access controlled data as “top secret”
such that only users having “top secret” clearance can use
(e.g., read or write) the access controlled data.

The term “cross-ACL” refers to the notion that data change
updates may be propagated amongst replication sites that
define different ACLs that govern what information is shared
amongst the replication sites. As a result, some replication
sites may receive data change updates for certain access con-
trolled data that other replication sites never receive a data
change update for and thus, the other replication sites have no
“knowledge” of even the existence of the certain access con-
trolled data. For example, a replication site A may be config-
ured to not share with replication site B any data that it
maintains that is classified as “top secret” according to an
ACL. At the same time, replication site A may be configured
to share “top secret” data with replication site C. Signifi-
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cantly, if replication site B shares data changes with replica-
tion site D, replication site B cannot inform replication site D
that it did not receive the certain “top secret” information
from replication site A because replication site B has no
“knowledge” of even the existence of that “top secret” infor-
mation, which is desirable in terms of access control policy
because even mere knowledge of the existence of “top secret”
data, for example, even without any knowledge about the
contents of the data, may be considered a security breach. At
the same time, if replication site D received the certain “top
secret” information from site C, replication site D needs to
appropriately apply data change updates it receives from site
B to data it has already received from site C. This and other
cross-ACL replication scenarios are addressed in part through
the use of per-access controlled data object data unit version
vectors. In one embodiment, this and other cross-ACL repli-
cation scenarios are addressed through use of per-access con-
trolled data object version vectors.

According to the technique, data changes at each replica-
tion site are viewed as being made to access controlled data
object data units, or “AC data units” for short. An “AC data
unit” is any logical portion or component of a data object
under access control. A “data object” may be any entity that
includes AC data units that are protected by access control
lists. For example, within a database system, data objects
could include database records, database table rows, database
entities, database objects, etc. and AC data units could include
properties, fields, attributes, columns, etc. of data objects
under access control. Within a file system, data objects could
include documents, files, directories, etc. and AC data units
could include portions of documents or files under access
control, files in directories under access control, etc.

To facilitate cross-ACL multi-master replication, each rep-
lication site maintains version vectors on a per-AC data unit
basis rather than on just a per-replication site basis or per-data
object basis. This per-AC data unit versioning with version
vectors allows replication sites in a multi-master system to
appropriately apply data change updates received from other
replication sites where the data change updates reflect only a
partial or incomplete view of the data changes due to access
control restrictions.

The general methodology proceeds as follows. When a
data change is made to an AC data unit at a replication site, the
version vector associated with the AC data unit at the site is
incremented in accordance with a versioning protocol.
Details of the versioning protocol including what it means to
increment a version vector in accordance with protocol are
described below. A “data change” refers to adding an AC data
unit to a data object maintained at a site, removing (deleting)
an AC data unit from a data object maintained at a site, or
changing (modifying) an AC data unit of a data object main-
tained at a site.

Next, the replication site determines whether to share
(propagate) the data change with one or more other replica-
tion sites (peer sites) under the access control policy the
replication site is configured with. The group of replication
sites is arranged in a pre-defined multi-master topology (i.e.,
a fully meshed or partially meshed topology). Each site in the
group is configured to share data changes with one or more
other sites in the group in accordance with the pre-defined
topology. For a given site, the other sites the given site is
configured to share data changes with may be referred to as
the given site’s “peers”. Depending on topology configura-
tion (i.e., a fully meshed or partially meshed topology), a site
may not “peer” with every other site in the group.

The access control policy at a site may be implemented as
an ACL-filter which serves to filter (limit) the AC data units
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shared by the site with another replication site based on the
ACLs associated with AC data units at the site. For example,
an ACL-filter may specify that no AC data units associated
with a “top secret” ACL are to be shared with a particular peer
site. A replication site can employ a different ACL-filter for
different peer sites that it shares data changes with. Thus,
under two different ACLfilters a site may share updated AC
data units with one peer site that it does not share with another
peer site.

Assuming the replication site determines to share the data
change with a peer site, the replication site sends a data
change update to the peer site. For clarity of explanation, the
site at which the data change to the AC data unit was made is
referred to as the “changing site” and the peer site receiving
notification of the data change in the data change update is
referred to as the “receiving site”. The data change update
sent by the changing site typically includes an identifier of the
data object that the updated AC data unit is a part of, data
representing the change to the AC data unit at the changing
site, the ACL associated with the AC data unit at the changing
site, and the version vector associated with the AC data unit at
the changing site. By including the ACL associated with the
AC data unit at the changing site in the data change update,
changes to ACLs can be propagated throughout the multi-
master system. The data change update may include other
information including information related to updates to other
AC data units, even AC data units for other data objects.

Upon receiving the data change update, the receiving site
determines whether it maintains a view of the data object that
the updated AC data unit is a part of. If, for example, the data
object was not first created at the receiving site or the data
change update is the first data change update received for the
data object at the receiving site, then the receiving site might
not maintain a view of the data object when the data change
update is received. If the receiving site does not maintain a
view of the data object, then the receiving site creates a view
of'the data object at the receiving site. Here, where the receiv-
ing site does not yet maintain a view of the data object, the
receiving site treats the AC data units for the data object in the
data change update as if they “happened after” the current
view of the data maintained at the receiving site in which no
version of the data object exists. In creating the view of the
data object, the receiving site uses the information about the
data object received in the data change update including the
identifier of the data object that the updated AC data unit is a
part of, the data representing the change to the AC data unit at
the changing site, the ACL associated with the AC data unit at
the changing site, and the version vector associated with the
AC dataunit at the changing site. As a result, the receiving site
now maintains a view of the data object reflected by the data
change update.

On the other hand, if the receiving site does maintain a view
of the data object when the data change update for the data
object is received, then the receiving site initially determines
whether there are any data change conflicts (i.e., mutual
inconsistencies) between an AC data unit maintained for the
data object at the receiving site and an AC data unit for the
data object included in the data change update. For clarity of
explanation, AC data units of a data object maintained at a
replication site will be referred to hereinafter as “AC data
units” of the data object while AC data units for the data object
sent in a data change update will be referred to hereinafter as
“data object data unit updates” for the data object, or just
“data unit updates” for short.

For a given data unit update for a data object, determining
whether the data unit update conflicts with an AC data unit of
the data object maintained at the receiving site initially
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includes determining whether the data object maintained at
the receiving site has an AC data unit that corresponds to the
given data unit update. This correspondence may be deter-
mined in any number of ways including, for example, through
use of per-AC data unit identifiers or a combination of a data
object identifier and other information for identifying a par-
ticular AC data unit from amongst a set of AC data units for
the data object.

If the data unit update has a corresponding AC data unit,
then the version vector associated with the data unit update is
compared to the version vector associated with the corre-
sponding AC data unit maintained at the receiving site. This
comparison is made in accordance with the versioning pro-
tocol as described in greater detail below. In sum, as one
skilled in the art will appreciate, the comparison reveals
whether the data unit update “happened before”, “happened
after”, or “happened concurrently with” (i.e., conflicts with)
the corresponding AC data unit at the receiving site.

If the data unit update happened concurrently with the
corresponding AC data unit at the receiving site, then there
exists a conflict between the data change update for the data
object and the data object maintained at the receiving site. In
accordance with an embodiment, the receiving site decon-
flicts all such conflicts for the data object before applying any
data unit updates for the data object to the data object main-
tained at the receiving site. By deconflicting all conflicts
between the data change update for the data object and the
data object maintained at the receiving site before applying
the data change update to the data object maintained at the
receiving site, data integrity at the receiving site is improved
in the case where more than one data unit update for the data
object received in the data change update conflicts withan AC
data unit of the data object at the receiving site. This improved
data integrity is because each deconfliction of each of the
multiple conflicts for the data object is assumed to be consis-
tent with one another. In some cases, deconfliction between a
conflicting data unit update and a corresponding AC data unit
occurs automatically at the receiving site according to pre-
defined rules or heuristics. For example, when the data unit
update and the corresponding AC data unit represent the same
value. In other cases, user intervention is required to decide
which of the conflicting data unit update and corresponding
AC data unit should be adopted at the receiving site.

After any and all conflicts between the data change update
for a data object and the data object maintained at the receiv-
ing site have been deconflicted, the receiving site applies the
data change update for the data object to the data object
maintained at the receiving site. This applying occurs on a
data unit update by data unit update basis. In particular, if a
given data unit update for the data object does not have a
corresponding AC data unit maintained at the receiving site,
then the given data unit update is added to the data object
maintained at the receiving site. Here, similar to the case
where the receiving site does not maintain a view of the data
object when a data change update for the data object is
received, the receiving site treats the data unit update for the
data object as if it “happened after” the current view of the
data object maintained at the receiving site.

On the other hand, if the given data unit update does have
acorresponding AC data unit maintained at the receiving site,
then the data unit update is applied to the corresponding AC
data unit depending on the outcome of the comparison
between the version vectors for the data unit update and the
corresponding AC data unit. If particular, if the comparison
revealed that the data unit update happened before the corre-
sponding AC data unit, then the data unit update is not applied
to the corresponding AC data unit. If the comparison revealed
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that the data unit update happened after the corresponding AC
data unit, then the data unit update is applied to the corre-
sponding AC data unit. In this case, where the data unit update
is applied to the corresponding AC data unit, the version
vectors for the data unit update and the corresponding AC data
unit are merged in accordance with the version protocol as
discussed in greater detail below. The resulting merged ver-
sion vector becomes the new version vector for the corre-
sponding AC data unit at the receiving site and reflects that the
data unit update has been incorporated into the corresponding
AC data unit at the receiving site. If the comparison revealed
that the data unit update conflicts with the corresponding AC
data unit, then the result of the deconfliction between the data
unit update and the corresponding AC data unit is applied to
the corresponding AC data unit. In this case where there is a
conflict, the version vectors are merged and the resulting
merged version vector is incremented in accordance with the
versioning protocol.

In the manner described, maintaining version vectors on a
per-AC data unit basis rather than on just a per-replication site
basis or a per-data object basis, allows replication sites in a
multi-master system to appropriately apply data change
updates received from other replication sites where the data
change updates reflect only a partial orincomplete view of the
data changes due to access control restrictions.

The above discussion provides an overview of the cross-
ACL multi-master replication method in one embodiment. A
specific sample embodiment is described below.

Exemplary Multi-Master Replication Environment

FIG. 1 is a block diagram illustrating a multi-master repli-
cation environment 100 comprising a plurality of replication
sites 101, 102, 103, and 104 each configured with replication
logic 120. As shown, site 101 and site 102 are operatively
coupled to one another, site 101 and site 103 are operatively
coupled to one another, site 102 and site 104 are operatively
coupled to one another, and site 103 and site 104 are opera-
tively coupled to one another.

Replication sites may be operatively coupled to one
another as part of a computer network that links the sites
together from time to time (or permanently). Suitable types of
computer networks for linking sites together include, but are
not limited to, local area networks (LLANs), virtual private
networks (VPNs), metropolitan area networks (MANs), cam-
pus area networks (CANs), and wide area networks (WANs)
including the Internet. It is not necessary that a highly or
continuously available computer network link replication
sites and the computer network linking any two sites may
only be periodically available. Further, replication sites need
not be linked together by any computer network and data may
be transported between these “disconnected” replication sites
manually using a portable data storage medium such as a
Compact Disc (CD), a Digital Versatile Disc (DVD), Univer-
sal Serial Bus (USB) flash device, etc.

The replication logic 120 and the view (e.g., view 111) ata
replication site (e.g., site 101) may be embodied in a single
computing device. Alternatively, the replication logic and the
view may be embodied in multiple computing devices such as
one or more workstation computers, server computers, laptop
computers, mobile computing devices, or combinations
thereof operatively coupled to one another via one or more
computer networks or other data communication mechanism.
Further, while only four replication sites are shown in FIG. 1,
other embodiments may use a multi-master replication envi-
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ronment with as few as two replication sites up to a multi-
master replication environment with many hundreds or many
thousands of replication sites.

Each replication site 101, 102, 103, 104, etc. has a view
111,112,113, 114, etc. of more or less the same body of data.
A view may, for example, be stored in (contained in) one or
more tables in a relational database. However, other data
containers and data structures including other types of data-
bases may be used to contain a view. The particular data
container, data structure, or database that is used may vary in
different embodiments.

With respect to the body of data, site 101 is configured to
asynchronously propagate to sites 102 and 103 changes made
to view 111. Site 102 is configured to asynchronously propa-
gate to sites 101 and 104 changes made to view 112. Site 103
is configured to asynchronously propagate to sites 101 and
104 changes made to view 113. Site 104 is configured to
asynchronously propagate to sites 102 and 103 changes made
to view 114. Thus, site 101 and site 102 may be replication
peers, site 101 and site 103 are replication peers, site 102 and
site 104 are replication peers, and site 103 and site 104 are
replication peers. However, site 101 and site 104 are not
replication peers and neither are sites 102 and 103.

The replication environment 100 of FIG. 1 represents a
partially meshed replication topology. That is, at least one site
in the topology is not configured to asynchronously propagate
changes to its view to at least one other site in the topology. In
this case, one or more other sites may act as intermediary sites
for propagating changes between the sites that are not con-
figured to directly propagate changes to each other (i.e.,
between sites that are not replication peers).

For example, in the replication topology of FIG. 1, site 101
is not configured to propagate changes to view 111 directly to
site 104. However, site 101 is configured to propagate
changes to view 111 directly to sites 102 and 103 and sites 102
and 103 are configured to propagate changes to views 112 and
113 respectively directly to site 104. Thus, site 104 learns of
data changes to view 111 from sites 102 and 103 after sites
102 and 103 have applied the changes into their respective
views 112 and 113 and propagated the changes to site 104.

While a partially meshed replication topology is depicted
in FIG. 1, a fully meshed replication topology may be used in
which each site in the topology is configured to propagate
changes to its view directly to every other site in the topology.

The replication logic 120 at each site 101, 102, 103, 104,
etc. employs an asynchronous replication scheme. That is, a
change to a view at a site may be immediately applied at the
site but propagation of the change to other sites in the topol-
ogy may be deferred for a period of time. Thus, each view
111, 112, 113, 114, etc. may diverge (be inconsistent) from
time to time such that at any given moment one view 111,112,
113, 114, etc. is inconsistent with another view 111,112, 113,
114, etc. Typically, in the absence of new changes to any view
111, 112, 113, 114, etc. for a period of time, the views 111,
112, 113, 114, etc. eventually become consistent with one
another. Thus, the views 111, 112, 113, 114, etc. can be said
to be both loosely consistent and eventually consistent.

Very generally, two views are consistent with one another
with respect to a historical point in time if both sites have been
informed of all ofthe other’s changes to their respective views
since the historical time point. Two views can be consistent
with one another even though the two views are not identical.
For example, information in one view may be data typed
differently than the same information in another view with
which the first view is consistent. For example, in one view a
phone number is stored as a numerical data type while in
another view the same phone number is stored as a string data
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type. As another example, information in one view may be
data formatted differently than the same information in
another view that the first view is consistent with (e.g., in one
view a phone number is stored as the string “(555) 555-5555”
while in another view the same phone number is stored as the
string “555.555.55557).

Each site 101, 102, 103, 104, etc. in the topology has
replication logic 120 for performing cross-ACL replication.
In some embodiments, the replication logic 120 is imple-
mented in software (e.g., driver, module, application, or the
like) operating in a computer network-connected environ-
ment running under an operating system, such as the
Microsoft® Windows® operating system or a Unix®-type
(e.g., Linux®) operating system. However, the replication
logic 120 is not limited to any particular implementation, any
particular application, or any particular environment. For
example, the replication logic 120 may be implemented in a
combination of hardware and software. As another example,
the replication logic 102 may be part of an operating system
ora component of a database server system or a component of
database application or web application.

The above-described multi-master replication environ-
ment is presented for purposes of illustrating the basic under-
lying components of an embodiment. For the purposes of
illustrating a clear example, the following description will
present examples in which it will be assumed there exists four
replication sites arranged in a partially meshed replication
topology, but a partially meshed replication topology consist-
ing of four replication sites is not necessary and other embodi-
ments may use any type of multi-master replication topology
or processing environment capable of supporting the meth-
odologies presented herein.

Data Objects and Access Controlled Data Object
Data Units (AC Data Units)

Referring now to FIG. 2, the replication logic 120 at a site
101,102, 103, 104, etc. views data of the view 111, 112,113,
114, etc. at that site as a collection of data objects 201. How
the replication logic 120 views data of the view may be
different than how the data is stored as part of the view. A data
object 201 may correspond to a row or rows of a relational
database table or tables or correspond to one or more file
system files, as examples.

Broadly speaking, a data object 201 is a container for
information representing a thing or things in the real world.
For example, a data object 201 can represent an entity such as
aperson, aplace, an organization, a concept, or other noun. A
data object 201 can represent an event that happens at a point
in time or for a duration, for example. A data object 201 can
represent a document or other unstructured data source such
as an e-mail message, a news report, or a written paper or
article, as another example.

As shown in FIG. 2, a data object 201 may comprise one or
more access controlled data object data units (AC data units)
202A-N. An AC data unit 202 represents a portion or portions
or a component or components of the data object 201 that is
under access control as specified by an associated Access
Control List (ACL) 203. The ACL 203 is a set of one or more
permissions that govern use (e.g., read access, write access,
etc.) of the associated AC data unit 202. A permission in an
ACL 203 may be expressed in a variety of different forms in
various embodiments. For example, a permission may
specify a set of one or more trustees (e.g., a user) and one or
more use rights (e.g., read access, write access, etc.) of those
trustees with respect to the associated AC data unit 202. As
another example, a permission may specify a minimum secu-
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rity classification level (e.g., unclassified, secret, or top
secret) such that only users that posses the minimum security
classification level can use (e.g., read, write, etc.) the associ-
ated AC data unit 202. In other embodiments, other forms for
expressing an ACL permission may be used.

As mentioned, each AC data unit 202A-N of a data object
201 corresponds to a portion or portions or a component or
components of the data object 201. For example, an AC data
unit 202 may correspond to a property of a data object 201 or
aportion of adocument 201. Each AC data unit 202A-N need
not be the same data size or correspond to contiguous portions
of the data object 201.

In some embodiments, an AC data unit 202 corresponds to
aproperty or attribute of the data object 201 that represents an
individual data item. Each property of the data object 201 may
have a type and a value. Different types of data objects 201
may have different types of properties. For example, a Person
data object 201 might have an Eye Color property and an
Event data object 201 might have a Date property. In some
embodiments, the set of property types available for typing
data stored as partofa view 111, 112,113, 114, etc. is defined
according to a pre-defined or user-defined ontology or other
data type schema associated with the view. In addition, in
some embodiments, a data object 201 has more than one
property of the same type. For example, a Person data object
201 might have multiple Address properties or multiple Name
properties.

Each data object 201 is associated with an identifier 204
that uniquely identifies the data object within the multi-mas-
ter system. The identifier 204 may be included in data change
updates to identify data objects 201 to which the data change
updates pertain. The identifier 204 may be any data suitable
for identifying the data object 201. For example, the identifier
204 may be a name, a number, or other byte sequence.

Each AC data unit 202 of a data object 201 may also be
associated with an identifier 205. The identifier 205 associ-
ated with a AC data unit 202 may uniquely identify the asso-
ciated AC data unit 202 amongst the other AC data units of the
data object 201 or may uniquely identify the associated AC
dataunit 202 amongst all AC data units 202 for all data objects
201 in the multi-master system. The identifier 205 may be
included in data change updates to identify AC data units 202
to which the data change updates pertain.

The above-described data object view is presented for pur-
poses of illustrating general aspects of an exemplary AC data
unit that may be replicated amongst sites in a multi-master
system. For the purposes of discussion, the following descrip-
tion will present examples in which it will be assumed data
objects have properties. In other embodiments, correspon-
dence between AC data units and data object properties is not
necessary and in other embodiments AC data units corre-
spond to other types of portions or components of data objects
capable of supporting the methodologies presented herein. As
but one example, an AC data unit may correspond to a portion
of' a document under access control or a file in a file system
directory.

ACL-Based Replication Filters

Referring now to FIG. 3, each replication site 101, 102,
103, 104, etc. may be configured with one or more ACL-based
replication filters 301A, 301B, 302A, 302B, 303A, 303B,
304A, 304B, etc. As discussed above, an ACL-based replica-
tion filter functions to restrict (limit) the AC data units 202
that a particular replication site 101, 102,103, 104, etc. shares
with its replication peers in data change updates. For
example, filter 301A at site 101 limits the AC data units 202
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that site 101 shares with site 102 and filter 301B limits the AC
data units 202 that site 101 shares with site 103. Filter 302A
at site 102 limits the AC data units 202 that site 102 shares
with site 101 and filter 302B restricts the AC data units 202
that site 102 shares with site 104. Filter 303 A at site 103 limits
the AC data units 202 that site 103 shares with site 101 and
filter 303B restricts the AC data units 202 that site 103 shares
with site 104. And filter 304A at site 104 limits the AC data
units 202 that site 104 shares with site 102 and filter 304B
restricts the AC data units 202 that site 104 shares with site
103.

In operation, when a replication site 101, 102, 103, 104,
etc. is about to send to a replication peer a data change update
that includes AC data units 202, the site consults (applies) the
ACL-based replication filter configured for the replication
peer to the data change update to determine if any of the AC
data units 202 in the data change update should be “dropped”
from the data change update before it is sent to the replication
peer. For example, when site 101 sends a data change update
to site 102, site 101 first consults filter 301A to determine
whether any AC data units 202 in the data change update
should be dropped before the data change update is sent to site
102. Dropping an AC data unit 202 from a data change update
means that the data change update sent to the peer site does
not contain any information about the dropped AC data unit
202 including any information that would reveal the existence
of'the AC data unit 202 to the peer site.

The AC data units 202 that are dropped from the data
change update are those that are associated with ACLs 203
that satisfy the ACL-based replication filter. For example, if
filter 301A specifies that no AC data units 202 classified as
“top secret” are to be shared with site 102, then site 101 will
drop all AC data units 202 associated with a “top secret” ACL.
203 from data change updates sent to site 102. A filter 301,
302, 303, 304, etc. may be expressed in any convenient form
for identifying ACLs 203. For example, a filter may include
an enumeration of ACLs 203 or ACL 203 identifiers, regular
expressions, or other types of expressions or rules for identi-
fying ACLs 203.

As mentioned previously, each replication site 101, 102,
103, 104, etc. may be configured with different filters for
different replication peers. For example, filter 301A at site
101 may be different than filter 301B. In this scenario, two or
more data change updates for the same data change may
include different sets of AC data units 202 as a result of the
differing filters. Returning to a previous example discussed in
the Background section, the data change update sent to site
102 might include AC data units 202 for the “Name” and
“Social Security Number” properties of a changed data
record in view 111 while the data change update sent to site
103 might include AC data units 202 for the “Name” and
“Home Address” properties for the same change even though
the change to the data record in view 111 involved a change to
all three AC data units “Name”, “Social Security Number”,
and “Home Address”.

Two replication sites that peer with each other need not be
configured with the same filter. For example, filter 301A may
be different than filter 302A. Further, a filter may be config-
ured in only one replication direction between two replication
peers. For example, site 101 may be configured with a filter
for data change updates sent to site 102 while site 102 may
send data change updates to site 101 without filtering. Still
further, not every replication site 101,102,103, 104, etc. need
be configured with a filter and some replication sites may
share data change updates with their replication sites without
filtering.
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Per-Access Controlled Data Object Data Unit
Version Vectors

In an embodiment, in order to facilitate cross-ACL multi-
master replication, each site 101, 102, 103, 104, etc. main-
tains version vectors on a per-AC data unit 202 basis. In
particular, each site 101, 102, 103, 104, etc. maintains one
version vector for each AC data unit 202 the site maintains in
its view 111,112, 113, 114, etc. In another embodiment, each
site maintains version vectors on a per-data object 201 basis.

Referring now to FIG. 4, a conceptual representation of a
version vector 401 uses an associative array notation.
Embodiments do not require that version vectors be stored in
data memory as associative arrays and any data structure
suitable for the implementation at hand may be used. The
version vector 401 may be associated with an AC data unit
202 at the replication site where the AC data unit 202 is
maintained. The version vector 401 includes up to m ele-
ments, where m is the number of replication sites in the
system. Thus, each element in the version vector 401 corre-
sponds to a replication site 101, 102, 103, 104, etc. in the
system. Each element of the version vector includes a logical
clock for the associated data unit 202 at the site corresponding
to the element. The logical clock is typically represented as
monotonically increasing sequence number that starts at
some default value (e.g., 0). In a practical embodiment, to
conserve data storage space, data maintained at a site 101,
102, 103, 104, etc. representing a version vector 401 may not
represent all m elements, but instead some subset of the m
elements. For example, elements of the version vector 401
that have the default value (e.g., zero) may not be represented.
Since it may often be the case that only a few sites make
changes to the associated AC data unit 202, omitting repre-
sentation of default values in version vectors 401 can save
considerable data storage space at sites.

Each site 101, 103, 103, 104, etc. has, in each version
vector 401 that the site maintains, its own logical clock value
as one of the elements in the version vector 401. This logical
clock value represents the version of the associated AC data
unit 202 at the site maintaining the version vector 401. Each
other element in the version vector 401 represents the site’s
“best guess”, based on the data change updates the site has
received, of the version of the associated AC data unit 202 at
the site corresponding to the other element.

Each logical clock value of a version vector 401 is initially
at some default value (e.g., zero). When a site changes an AC
data unit 202 that the site maintains such as, for example, as
part of a database transaction against the site’s view, the site
increments its own logical clock in the version vector associ-
ated with AC data unit 202 by a fixed value (e.g., one). When
sharing the change with a peer site as a data change update,
assuming the change is not filtered by an ACL-based replica-
tion filter, the site includes, in the data change update, data
representing the change to the AC data unit 202 at the chang-
ing site and data representing the site’s version vector for the
AC data unit 202 after the increment. A site receiving the data
change update can compare the version vector for the AC data
unit 202 in the data change update with its own version vector
for the AC data unit 202 (assuming the receiving site main-
tains a view of the AC data unit) to determine whether the
version of the AC data unit 202 at the receiving site and the
version of the AC data unit 202 in the update are: identical,
ordered, or concurrent. Stated otherwise, the receiving site
can compare the version vectors to determine whether:

(1) the receiving site already maintains the same version of
the AC data unit 202 indicated in the data change update (i.e.,
identical versions),
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(2) the change to the AC data unit 202 reflected in the data
change update “happened before” the latest change to the AC
data unit 202 at the receiving site (i.e., ordered versions),

(3) the change to the AC data unit 202 reflected in the data
change update “happened after” the latest change to the AC
data unit 202 at the receiving site (i.e., ordered versions),

(4) the change to the AC data unit 202 reflected in the data
change update “happened concurrently with” the latest
change to the AC data unit 202 at the receiving site (i.e.,
concurrent versions).

Scenario (1) above might, for example, occur if the receiv-
ing site previously received a data change update for the
change to the AC data unit 202 from another replication peer.
Scenario (2) above represents a situation where the latest
change to the AC data unit 202 at the receiving site was made
with “knowledge” of the prior change to the AC data unit 202
reflected in the data change update and thus, the latest version
of'the AC data unit 202 at the receiving site is a later version
of'the AC data unit 202 with respect to the version reflected in
the data change update. Scenario (3) above represents a situ-
ation where the change to the AC data unit 202 reflected in the
update was made with “knowledge” of the prior latest change
to the AC data unit 202 at the receiving site and thus, the
version to the AC data unit 202 reflected in the data change
update is a later version of the AC data unit 202 with respect
to the version at the receiving site. Scenario (4) above repre-
sents a situation where the change to the AC data unit 202
reflected in the data change update was made without “knowl-
edge” of the latest change to the AC data unit 202 at the
receiving site and the latest change to the AC data unit at the
receiving site was made without “knowledge” of the change
to the AC data unit 202 reflected in the data change update.

Various techniques for comparing two version vectors to
determine whether the two versions are identical, ordered, or
concurrent can be used. In one embodiment, comparing two
version vectors includes comparing each logical clock in one
version vector with the corresponding logical clock in the
other version vector. Correspondence between logical clocks
is determined based on the site the logical clocks correspond
to. In particular, the logical clock for a site in one version
vector is compared against the logical clock for the same site
in the other version vector. Two versions are identical if each
logical clock value in one version vector equals its corre-
sponding logical clock value in the other version vector. The
two versions are ordered if one version “happened before” the
other. Version vector A happened before version vector B if
each logical clock value in version vector B is greater than or
equal to its corresponding logical clock value in version vec-
tor A and at least one logical clock value in version vector B
is greater than its corresponding logical clock value in version
vector A. Similarly, version vector B happened before version
vector A if each logical clock value in version vector A is
greater than or equal to its corresponding logical clock value
in version vector B and at least one logical clock value in
version vector A is greater than its corresponding logical
clock value in version vector B. Two versions are concurrent
if they are neither identical nor ordered.

Data Change Updates

Referring now to FIG. 5, which is a block diagram of data
change update 501 in one embodiment. The data change
update 501 may be sent between replication peers to commu-
nicate data changes. The data change update 501 may be sent
by a site 101, 102, 103, 104, etc. after making data changes to
its local view 111, 112, 113, 1114, etc. The data change
update 501 may also be sent by a site after applying a previous
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received data change update 501 received from another site.
For example, referring to FIG. 1, if site 101 makes a data
change to view 111, then a data change update A may be sent
to site 102 and another data change update B may be sent to
site 103, both updates A and B reflecting the data change
made to view 111. After site 102 receives the data change
update A sent to it by site 101 and applies the data change
update A to its local view 112, site 102 may send a data change
update C to site 104 reflecting the application of data change
update A to view 112. Similarly, after site 103 receives the
data change update B sent to it by site 102 and applies the data
change update B to its local view 113, site 103 may send a data
change update D to site 104 reflecting the application of data
change update B to view 113.

Application of a received data change update 501 to a local
view includes applying the results of any deconflicting to the
local view. For example, if the data change update A received
at site 102 includes data change conflicts with the local view
112, then the data change update C sent to site 104 may reflect
the results of deconflicting those data change conflicts with
the local view 112 as applied to local view 112.

After a site has applied a received data change update 501
and before the site sends a data change update 501 reflecting
the application of the received data change update 501 to its
local view to another site, the site may make data changes to
its local view. Thus, the data change update 501 sent to the
other site may reflect these “intermediary” changes. For
example, data change update C sent to site 104 from site 102
may reflect changes to local view 112 that were made after
site 102 applies data change update A to its local view 112.

As shown in FIG. 5, a data change update 501 may include
one or more data object change updates 502A-N. Each data
object change update 502 A-N corresponds to a data change to
a data object 201 at the site sending the data change update
501. In this context, a data change to the data object 201 refers
to adding one or more AC data units 202 to the data object,
deleting (removing) one or more AC data units 202 from the
data object, and/or modifying one or more AC data units 202
of the data object.

Each data object change update 502A-N includes an iden-
tifier of the data object 204 and one or more data object data
unit change updates (data unit change updates) 503 A-N. Each
data unit change update 503 A-N corresponds to a data change
to an AC data unit 202 of the data object 201. Thus, a data unit
change update 503 may correspond to an AC data unit 202
that was added to the data object 201, an AC data unit 202 that
was removed from the data object 201, or an AC data unit 202
of the data object 201 that was modified.

Each data unit change update 503 includes an identifier 205
of the corresponding AC data unit 202 that was added,
deleted, or modified, change data 504, ACL 203, and version
vector 505. The change data 504 is data that reflects the
change to the corresponding AC data unit 202. The change
data 504 may vary depending on how the corresponding AC
data unit 202 was changed (added, deleted, or modified). If
the corresponding AC data unit 202 was added to the data
object 201, then the change data 504 may include the data that
was added to the data object 201. If the corresponding AC
data unit 202 was modified, then the change data 504 may
include the modified data. If the corresponding AC data unit
202 was deleted, the change data 504 may include an indica-
tion that the corresponding AC data unit 202 was removed
from the data object 201. The ACL 203 associated with the
corresponding AC data unit 202 is included in the data unit
change update 503. In this way, changes to ACLs 203 can be
shared (replicated) throughout the multi-master system. The
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version vector 505 reflecting the version of the corresponding
AC data unit 202 at the site sending the data change update
501 is also included.

In one embodiment, the data change update 501 is format-
ted as eXtensible Markup Language (XML ) and sent between
replication sites as XML. However, other data formats may be
used in other embodiments.

Changing Site Replication Protocol

Referring now to FIG. 6, a flowchart 600 illustrates a rep-
lication protocol performed at asite 101,102,103, 104, etc. in
context of making a data change to the site’s local view and
sharing the data change with a replication peer in a data
change update 501. The data change can be initiated by a user
or computing process. For example, a user may use a database
application at the site to add, delete, or modify AC data units
202.

At step 601, a site (changing site) makes one or more data
changes (add, delete, modity) to one or more AC data units
202 of the site’s local view. These changes may occur over a
period of time and over a number of different transactions.
Thus, there is no requirement that the data changes be made as
part of a single transaction. For each AC data unit 202 that is
changed, a new version of the AC data unit 202 at the site is
created. Accordingly, for each AC data unit 202 that is
changed, the changing site increments the changing site’s
logical clock in the version vector for the AC data unit 202 by
a fixed value (e.g., one) to reflect the new version of the AC
data unit 202 at the changing site.

At step 602, the changing site collects the data changes to
be sent to a replication peer in a data change update 501. The
changing site may collect data changes on a periodic basis
based on a time interval or in response to data changes being
made or committed to the local view, as examples. This col-
lection process may include obtaining, for each changed AC
data unit 202, the identifier 205 of the AC data unit, the
changed data 504, the ACL 203 associated with changed AC
dataunit 202, and version vector representing the new version
of the AC data unit 202 at the changing site. This collection
process may include filtering any changed AC data units 202
that should not be sent to the replication peer according to an
ACL-based replication filter that the changing site is config-
ured with.

At step 603, the changing site sends a data change update
501 to the replication site reflecting the data changes col-
lected at step 602.

In one embodiment, steps 602 and 603 are repeated for
each replication peer with which the changing site shares data
changes.

Receiving Site Replication Protocol

Referring now to FIG. 7, a flowchart 700 illustrates the
replication protocol performed at a site 101, 102, 103, 104,
etc. in response to receiving a data change update 501 from a
peer site. As discussed above, the data change update 501
includes one or more data object change updates 502 corre-
sponding to one or more data objects 201 that were changed
at one or more other replication sites in the multi-master
system. Process 700 is performed at the site receiving the data
change update 501 (receiving site) in the context of each data
object change update 502 contained in the data change update
501.

At step 701, the receiving site determines whether it locally
maintains a view of the data object 201 that is the subject of
the data object change update 502. This determination may be
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based on the data object identifier 204 included in the data
object change update 502. If the receiving site does not yet
maintain a view of the data object 201, then process 700
proceeds to step 705 at which the data object change update
502 is applied to the receiving site’s local view. On the other
hand, if the receiving site does maintain a view of the data
object 201, then process 700 proceeds to step 704 at which the
receiving site determine whether there are any data change
conflicts between the data object change update 502 and the
receiving site’s view of the data object 201.

To determine whether there are any data change conflicts
between the data object change update 502 and the receiving
site’s view of the data object 201, the receiving site compares
the version vector 505 of each data unit update 503 to the
version vector of the corresponding ACL data unit 202 main-
tained at the receiving site, if one exists. If the receiving site
does not maintain a corresponding ACL data unit 202 for a
given data unit update 503, then no data change conflict exists
with respect to that given data unit update 503. If, however,
the receiving site does maintain a corresponding ACL data
unit 202 for the given data unit update 503, then the version
vector 505 associated with the given data unit update 503 is
compared to the version vector associated with the corre-
sponding ACL data unit 202 maintained at the receiving site
to determine whether the two versions are identical, ordered,
or concurrent. If the two versions are concurrent, then a data
change conflict between the data object change update 502
and the receiving site’s view of the data object 201 has been
detected. There may be multiple of such data change conflicts
for a given data object change update 502.

If'there is at least one data change conflict between the data
object change update 502 and the receiving site’s view of the
data object 201, then, at step 704, the receiving site decon-
flicts all such conflicts between the data object change update
502 and the receiving site’s view of the data object 201. In
general, deconflicting a data change conflict between a data
unit update 503 and a corresponding AC data unit 202 main-
tained at the receiving site involves choosing one of the data
unit update 503, the corresponding AC data unit 202, or a new
AC data unit 202 to adopt as the new version of the AC data
unit 202 at the receiving site. In some cases, the receiving site
makes this selection automatically without requiring user
intervention based on a set of pre-defined rules or heuristics.
In other cases, user intervention is used to make the selection.
In cases of user intervention, the data object change update
502 may be placed in a pending queue until a user is able to
make a selection.

At step 705, after any data change conflicts between the
data object change update 502 and the receiving site’s view of
the data object 201 have been deconflicted, the data object
change update 502 is applied to the receiving site’s view on a
per-data unit update 503 basis as follows.

If the receiving site does not maintain an AC data unit 202
for the data object 201 that corresponds to the data unit update
503, then the data unit update 503 represents an AC data unit
202 to be added to the data object 201 maintained at the
receiving site. In this case, a new AC data unit 202 is created
for the data object 201 maintained at the receiving site with an
identifier 205 of the identifier 205 contained in the data unit
update 503 and having the data of the change data 504 in the
data unit update 503. The new AC data unit 202 is associated
at the receiving site with the ACL 203 in the data unit update
503 and the version vector 505 in the data unit update 503. As
a result, the receiving site now maintains a version of the AC
data unit 202 identical to the version of the AC data unit 202
represented by the data unit update 503.
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On the other hand, if the receiving site does maintain a
corresponding AC data unit 202 for the data unit update 503,
then how the data unit update 503 is applied to the receiving
site’s view depends on whether the version of the AC data unit
202 represented by the data unit update 503 is identical to,
ordered before, ordered after, or concurrent with the version
of the corresponding AC data unit 202 maintained at the
receiving site as indicated by the respective version vectors.

If the version of the AC data unit 202 represented by the
data unit update 503 is identical to the version of the corre-
sponding AC data unit 202 maintained at the receiving site,
then the receiving site need not apply the data unit update 503
to the receiving site’s view as the receiving already maintains
the same version of the AC data unit 202 that is represented by
the date unit update 503.

If the version of the AC data unit 202 represented by the
data unit update 503 is ordered before the version of the
corresponding AC data unit 202 maintained at the receiving
site, then the receiving also need not apply the data unit
update 503 to the receiving site’s view as the receiving site
maintains a later version than that of the AC data unit 202
represented by the data unit update 503.

If the version of the AC data unit 202 represented by the
data unit update 503 is ordered after the version of the corre-
sponding AC data unit 202 maintained at the receiving site,
then the receiving site applies the data unit update 503 to the
corresponding AC data unit 202 maintained at the receiving
site. Applying the data unit update 503 includes applying the
change data 504 and the ACL 203 of the data unit update 503
to the corresponding AC data unit 202 maintained at the
receiving site to produce an updated version of the AC data
unit 202 maintained at the receiving site that reflects the
update to the AC data unit 202 represented by the data unit
update 503. In this case where the version of the AC data unit
202 represented by the data unit update 503 is ordered after
the version of the corresponding AC data unit 202 maintained
atthe receiving site, the receiving site generates a new version
vector for the AC data unit 202 maintained at the receiving
site by merging the version vector 505 in the data unit update
503 with the current version vector associated with the AC
data unit 202 maintained at the receiving site. Merging the
two version vectors includes merging each logical clock in
the version vector 505 with the corresponding logical clock in
the receiving site’s version vector for the AC data unit 202.
Merging two logical clocks includes choosing the numeri-
cally greater of the two corresponding logic clocks as the
value of the corresponding logical clock in the new version
vector. What is produced by this merging is a new version
vector for the updated AC data unit 202 maintained at the
receiving site that is ordered after both the version vector 505
in the data unit update 503 and the former version vector for
the AC data unit 202 at the receiving site. Stated otherwise,
the receiving site’s former version vector for the AC data unit
202 and the version vector 505 now both happened before the
new version vector. After the two version vectors are merged,
the receiving site’s version vector for the AC data unit 202 is
replaced with the new version vector which then becomes the
version vector for the AC data unit 202 at the receiving site.

If the version of the AC data unit 202 represented by the
data unit update 503 is concurrent with the version of the
corresponding AC data unit 202 maintained at the receiving
site, then the receiving site applies the results of the decon-
fliction between the data unit update 503 and the receiving
site’s view of the corresponding AC data unit 202 to the
receiving site’s view of the corresponding AC data unit 202.
This results in a new version of the AC data unit 202 at the
receiving site. As with the case where the version of the AC



US 9,189,492 B2

19

data unit 202 represented by the data unit update 503 is
ordered after the version of the corresponding AC data unit
202 maintained at the receiving site, the receiving site pro-
duces a merged version vector for the new version of AC data
unit 202 maintained at the receiving site by merging the
version vector 505 in the data unitupdate 503 with the version
vector associated the AC data unit 202 maintained at the
receiving site. However, in contrast to the case where the
version of the AC data unit 202 represented by the data unit
update 503 is ordered after the version of the corresponding
AC data unit 202 maintained at the receiving site, in the case
where the version of the AC data unit 202 represented by the
data unit update 503 is concurrent with the version of the
corresponding AC data unit 202 maintained at the receiving
site, the merged version vector is also incremented. In par-
ticular, the logical clock in the merged version vector corre-
sponding to the receiving site is incremented by a fixed value
(e.g., one) and the resulting incremented version vector
becomes the new version vector associated with the new
version of the AC data unit 202 maintained at the receiving
site.

A Replication Example

An example showing how the above-described replication
protocol may be used to facilitate cross-ACL multi-master
replication will now be described. The example makes refer-
ence to the multi-master system of FIG. 3 that includes four
replication sites 101, 102, 103, and 104. In the following
example, a particular notation of the form <X, Y, Z, W> is
used to represent version vectors, where X is the logical clock
value for Site 101 in the version vector, Y is the logical clock
value for Site 102 in the version vector, Z is the logical clock
value for Site 103 in the version vector, and W is the logical
clock value for Site 104 in the version vector.

Event 1

Assume, at Site 101, a data record R, is created in view
111 with values for three fields: “Name”="“John Smith”,
“Social Security Number’="800-88-8888”, and “Home
Address”™="123 Secret Street”. The data record R, corre-
sponds to a data object 201 and each of the three fields
corresponds to an AC data unit 202. After the datarecordR |,
is created, each of the three fields are associated version
vectors at Site 101 as follows:

“Name”=“John Smith”: <1, 0, 0, 0>

“Social Security Number”="“800-88-8888”: <1, 0, 0, 0>

“Home Address”=“123 Secret Street™: <1, 0, 0, 0>

Assume, at Site 101, the “Social Security Number” field is
classified as “Private” according to an associated ACL 203
while the “Home Address” field is classified as “Personal”
according to an associated ACL 203. The “Name” field is not
associated with any ACL 203.

Assume Filter 301A at Site 101 is configured to filter any
AC data units 202 classified according to an associated ACL
203 as “Private”. While filter 301B at Site 101 is configured to
filter any AC data units 202 classified according an associated
ACL 203 as “Personal”. Thus, Site 102 may receive informa-
tion from Site 101 that Site 103 may not receive and Site 103
may receive information from Site 101 that Site 102 may not
receive.

Event 2

Assume Site 101 sends a data change update 501 to Site
102 in accordance with the Filter 301A configured at Site 101.

10

15

20

25

30

35

40

45

50

55

60

65

20

As aresult, a data object change update 502 corresponding to
record R, 5, sent to Site 102 as part of the data change update
501 includes the following information:

“Name”="“John Smith”: No ACL: <1, 0, 0, 0>

“Home Address”=“123 Secret Street”: “Personal” ACL:
<1,0, 0, 0>

The data change update 501 sent to Site 102 does not
include any information about the “Social Security Number”
field of record R, in accordance with the filter 301 A at Site
101.

In response to receiving the data change update 501 from
Site 101, Site 102 creates a data record R, in view 112 with
associated version vectors as follows:

“Name”="“John Smith”: <1, 0, 0, 0>

“Home Address”="123 Secret Street”: <1, 0, 0, 0>

Event 3

Assume Site 101 sends a data change update 501 to Site
103 in accordance with the Filter 301B configured at Site 101.
As aresult, a data object change update 502 corresponding to
record R, 5, sent to Site 103 as part of the data change update
501 includes the following information:

“Name”="“John Smith”: No ACL: <1, 0, 0, 0>

“Social Security Number”="“800-88-8888”:
ACL: <1, 0,0, 0>

The data change update 501 sent to Site 103 does not
include any information about the “Home Address” field of
record R, in accordance with the filter 301B at Site 101.

In response to receiving the data change update 501 from
Site 101, Site 103 creates a data record R | 5 in view 113 with
associated version vectors as follows:

“Name”="“John Smith”: <1, 0, 0, 0>

“Social Security Number”=“800-88-8888”: <1, 0, 0, 0>

“Private”

Event 4

Assume the value of the “Name” field of data record R,
inview 112 at Site 102 is changed from “John Smith” to “John
M. Smith”. As a result, the version vectors at Site 102 asso-
ciated with data record R, ,, are as follows:

“Name”=“John M. Smith™: <1, 1, 0, 0>

“Home Address”="123 Secret Street”: <1, 0, 0, 0>

At the same time, assume the value of the “Name” field of
datarecord R, 5 in view 113 is changed from “John Smith” to
“Jonathan Smith” As a result, the version vectors at Site 103
associated with data record R ,; are as follows:

“Name”="“Jonathan Smith”: <1, 0, 1, 0>

“Social Security Number”=“800-88-8888”: <1, 0, 0, 0>

After these concurrent changes, there is a data change
conflict between the “Name” field of data record R |, in view
112 and the “Name” field of data record R, o, in view 113.

Event 5

Assume that Filter 302B at Site 102 places no restrictions
on the AC data units 202 in view 112 that can be shared with
Site 104.

Further assume that Site 102 sends a data change update
501 to Site 104. As a result, a data object change update 502
corresponding to record R, ,, sent to Site 104 as part of the
data change update 501 includes the following information:

“Name”="“John M. Smith”: No ACL: <1, 1, 0, 0>

“Home Address”=“123 Secret Street”: “Personal” ACL:
<1,0, 0, 0>
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In response to receiving the data change update 501 from
Site 102, Site 104 creates a data record R, in view 114 with
associated version vectors as follows:

“Name”=“John M. Smith™: <1, 1, 0, 0>

“Home Address”=“123 Secret Street™: <1, 0, 0, 0>

Event 6

Assume that Filter 303B at Site 103 places no restrictions
on the AC data units 202 in view 112 that can be shared with
Site 104.

Further assume that Site 103 sends a data change update
501 to Site 104. As a result, a data object change update 502
corresponding to record R, 5 sent to Site 104 as part of the
data change update 501 includes the following information:

“Name”="Jonathan Smith”: <1, 0, 1, 0>

“Social Security Number”="“800-88-8888”: <1, 0, 0, 0>

In response to receiving the data change update 501 from
Site 103, in accordance with the replication protocol, Site 104
detects the data change conflict between the “Name” field as
sent in the data change update 501 from Site 103 and the
Name field as maintained in view 114 as part of data record
R, 4. In particular the respective version vectors are neither
identical nor ordered and thus are concurrent. After the data
change conflict has been deconflicted, assuming “John M.
Smith” is selected in the deconfliction process, Site 104
applies the data change update 501 to view 114 in accordance
with the replication protocol resulting in a data record R |, as
follows:

“Name”=“John M. Smith™: <1, 1, 1, 1>

“Social Security Number”="“800-88-8888”: <1, 0, 0, 0>

“Home Address”=“123 Secret Street™: <1, 0, 0, 0>

Significantly, as a result of versioning each AC data unit
202 separately with version vectors, Site 104 was able to
determine that the data change update 501 sent from Site 103
to Site 104 did not represent a deletion of the “Home Address™
field.

Subset/Partial Replication

In one embodiment, a site 101, 102, 103, 104, etc. is con-
figured to replicate only data changes that are made to a
specified portion of its local view with a peer replication site
instead of replicating all data changes that are made to the
local view with the peer replication site. For example, site 101
may be configured to share data changes made to only a
portion of view 111 with site 102. This subset/partial repli-
cation operates independently of any ACL-based replication
filters the site might be configured with. Thus, a site can be
configured to perform subset/partial replication and config-
ured with an ACL-based replication filter that the site applies
to data changes that fall within the portion of the view to be
replicated.

In one embodiment, a user specifies criteria defining the
portion of the view to be replicated to the peer site. The site
uses the criteria to identify data objects 201 stored in the site’s
local view that are within the subset/portion to be replicated.
The user-specified criteria can be in the form of a query or a
filter or a combination of queries and filters. A query specifies
selection criteria that objects 201 in the local view must
satisfy (or not satisfy as the query may specify) to be consid-
ered by the site to be within the subset/portion. A query may
contain simple search terms, such as strings of text, or various
types of complex expressions in which multiple search terms
and search expressions are combined using logical operators
such as AND, OR, and NOT. A filter selects objects 201 in the
local view by examining objects 201 within a specific group
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of objects 201 and selecting objects 201 within the specific
group that satisfy the filter’s selection criteria. A query may
be combined with a filter such that the query selects a specific
group of objects 201 to which the filter is applied to produce
a final set of selected objects 201.

In one embodiment, to aid in determining what data
changes in the subset/portion should be shared with the peer
site, the peer site maintains an “acknowledgement™ version
vector for the subset/portion which the peer site periodically
shares with the site defining the subset/portion. At any given
time, this acknowledgement version vector reflects a merging
of all version vectors associated with all AC data units 202
that are within the subset/portion maintained in the peer site’s
local view. When the site defining the subset/portion shares a
data change with the peer site, the peer system is guaranteed
to have successfully already received all changes that are
ordered before (i.e., happened before) the peer site’s
acknowledgement version vector. Thus, the site defining the
subset/portion need not send those changes to the subset/
portion that are ordered before (i.e., happened before) the
peer site’s global acknowledgement version vector.

Implementing Mechanisms—Hardware Overview

According to one embodiment, the techniques described
herein are implemented by one or more special-purpose com-
puting devices. The special-purpose computing devices may
be hard-wired to perform the techniques, or may include
digital electronic devices such as one or more application-
specific integrated circuits (ASICs) or field programmable
gate arrays (FPGAs) that are persistently programmed to
perform the techniques, or may include one or more general
purpose hardware processors programmed to perform the
techniques pursuant to program instructions in firmware,
memory, other storage, or a combination. Such special-pur-
pose computing devices may also combine custom hard-
wired logic, ASICs, or FPGAs with custom programming to
accomplish the techniques. The special-purpose computing
devices may be desktop computer systems, portable com-
puter systems, handheld devices, networking devices or any
other device that incorporates hard-wired and/or program
logic to implement the techniques.

For example, FIG. 8 is a block diagram that illustrates a
computer system 800 upon which an embodiment of the
invention may be implemented. Computer system 800
includes a bus 802 or other communication mechanism for
communicating information, and a hardware processor 804
coupled with bus 802 for processing information. Hardware
processor 804 may be, for example, a general purpose micro-
processor.

Computer system 800 also includes a main memory 806,
such as a random access memory (RAM) or other dynamic
storage device, coupled to bus 802 for storing information and
instructions to be executed by processor 804. Main memory
806 also may be used for storing temporary variables or other
intermediate information during execution of instructions to
be executed by processor 804. Such instructions, when stored
in storage media accessible to processor 804, render com-
puter system 800 into a special-purpose machine that is cus-
tomized to perform the operations specified in the instruc-
tions.

Computer system 800 further includes a read only memory
(ROM) 808 or other static storage device coupled to bus 802
for storing static information and instructions for processor
804. A storage device 810, such as a magnetic disk or optical
disk, is provided and coupled to bus 802 for storing informa-
tion and instructions.
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Computer system 800 may be coupled via bus 802 to a
display 812, such as a cathode ray tube (CRT), for displaying
information to a computer user. An input device 814, includ-
ing alphanumeric and other keys, is coupled to bus 802 for
communicating information and command selections to pro-
cessor 804. Another type of user input device is cursor control
816, such as a mouse, a trackball, or cursor direction keys for
communicating direction information and command selec-
tions to processor 804 and for controlling cursor movement
ondisplay 812. This input device typically has two degrees of
freedom in two axes, a first axis (e.g., X) and a second axis
(e.g.,y), that allows the device to specify positions in a plane.

Computer system 800 may implement the techniques
described herein using customized hard-wired logic, one or
more ASICs or FPGAs, firmware and/or program logic which
in combination with the computer system causes or programs
computer system 800 to be a special-purpose machine.
According to one embodiment, the techniques herein are
performed by computer system 800 in response to processor
804 executing one or more sequences of one or more instruc-
tions contained in main memory 806. Such instructions may
be read into main memory 806 from another storage medium,
such as storage device 810. Execution of the sequences of
instructions contained in main memory 806 causes processor
804 to perform the process steps described herein. In alterna-
tive embodiments, hard-wired circuitry may be used in place
of or in combination with software instructions.

The term “non-transitory media” as used herein refers to
any media that store data and/or instructions that cause a
machine to operation in a specific fashion. Such non-transi-
tory media may comprise non-volatile media and/or volatile
media. Non-volatile media includes, for example, optical or
magnetic disks, such as storage device 810. Volatile media
includes dynamic memory, such as main memory 806. Com-
mon forms of non-transitory media include, for example, a
floppy disk, a flexible disk, hard disk, solid state drive, mag-
netic tape, or any other magnetic data storage medium, a
CD-ROM, any other optical data storage medium, any physi-
cal medium with patterns of holes, a RAM, a PROM, and
EPROM, a FLASH-EPROM, NVRAM, any other memory
chip or cartridge.

Non-transitory media is distinct from but may be used in
conjunction with transmission media. Transmission media
participates in transferring information between non-transi-
tory media. For example, transmission media includes
coaxial cables, copper wire and fiber optics, including the
wires that comprise bus 802. Transmission media can also
take the form of acoustic or light waves, such as those gener-
ated during radio-wave and infra-red data communications.

Various forms of media may be involved in carrying one or
more sequences of one or more instructions to processor 804
for execution. For example, the instructions may initially be
carried on a magnetic disk or solid state drive of a remote
computer. The remote computer can load the instructions into
its dynamic memory and send the instructions over a tele-
phone line using a modem. A modem local to computer
system 800 can receive the data on the telephone line and use
an infra-red transmitter to convert the data to an infra-red
signal. Aninfra-red detector can receive the data carried in the
infra-red signal and appropriate circuitry can place the data
on bus 802. Bus 802 carries the data to main memory 806,
from which processor 804 retrieves and executes the instruc-
tions. The instructions received by main memory 806 may
optionally be stored on storage device 810 either before or
after execution by processor 804.

Computer system 800 also includes a communication
interface 818 coupled to bus 802. Communication interface
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818 provides a two-way data communication coupling to a
network link 820 that is connected to a local network 822. For
example, communication interface 818 may be an integrated
services digital network (ISDN) card, cable modem, satellite
modem, or a modem to provide a data communication con-
nection to a corresponding type of telephone line. As another
example, communication interface 818 may be a local area
network (LAN) card to provide a data communication con-
nection to a compatible LAN. Wireless links may also be
implemented. In any such implementation, communication
interface 818 sends and receives electrical, electromagnetic
or optical signals that carry digital data streams representing
various types of information.

Network link 820 typically provides data communication
through one or more networks to other data devices. For
example, network link 820 may provide a connection through
local network 822 to a host computer 824 or to data equip-
ment operated by an Internet Service Provider (ISP) 826. ISP
826 in turn provides data communication services through the
world wide packet data communication network now com-
monly referred to as the “Internet” 828. Local network 822
and Internet 828 both use electrical, electromagnetic or opti-
cal signals that carry digital data streams. The signals through
the various networks and the signals on network link 820 and
through communication interface 818, which carry the digital
data to and from computer system 800, are example forms of
transmission media.

Computer system 800 can send messages and receive data,
including program code, through the network(s), network
link 820 and communication interface 818. In the Internet
example, a server 830 might transmit a requested code for an
application program through Internet 828, ISP 826, local
network 822 and communication interface 818.

The received code may be executed by processor 804 as it
is received, and/or stored in storage device 810, or other
non-volatile storage for later execution.

Extensions and Alternatives

In the foregoing specification, embodiments of the inven-
tion have been described with reference to numerous specific
details that may vary from implementation to implementa-
tion. Thus, the sole and exclusive indicator of what is the
invention, and is intended by the applicants to be the inven-
tion, is the set of claims that issue from this application, in the
specific form in which such claims issue, including any sub-
sequent correction. Any definitions expressly set forth herein
for terms contained in such claims shall govern the meaning
of such terms as used in the claims. Hence, no limitation,
element, property, feature, advantage or attribute that is not
expressly recited in a claim should limit the scope of such
claim in any way. The specification and drawings are, accord-
ingly, to be regarded in an illustrative rather than a restrictive
sense.

The invention claimed is:

1. A method comprising:

at a first replication site of a plurality of replication sites:

receiving a first update to a data record from a second

replication site of the plurality of replication sites;
receiving a second update to the data record from a third
replication site of the plurality of replication sites;
wherein the first update comprises a first value for a first
field of the data record and a first value for a second field
of the data record;
wherein the second update comprises a second value for
the first field and a first value for a third field of the data
record;
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wherein the first update does not include a value for the

third field;

wherein the second update does not include a value for the

second field;
responsive to receiving the first update, creating the data
record in a database comprising the first value for the
first field and the first value for the second field;

responsive to receiving the second update, detecting a con-
currency conflict between the first value for the first field
of the data record in the database and the second value
for the first field in the second update;

after the concurrency conflict is deconflicted, updating the

data record in the database to include a deconflicted
value for the first field and the first value for the third
field from the second update;

wherein the method is performed by one or more comput-

ing devices at the first replication site.

2. The method of claim 1, wherein detecting the concur-
rency conflict comprises comparing a first version vector to a
second version vector, and determining the concurrency con-
flict exists based on results of the comparing.

3. The method of claim 1, further comprising automatically
deconflicting the concurrency conflict.

4. The method of claim 1, wherein the deconflicted value
for the first field is one of the first value for the first field or the
second value for the first field.

5. The method of claim 1, wherein the deconflicted value
for the first field is neither the first value for the first field nor
the second value for the first field.

6. A method comprising:

at a first replication site of a plurality of replication sites:

receiving a first update to a file from a second replication

site of the plurality of replication sites;

receiving a second update to the file from a third replication

site of the plurality of replication sites;

wherein the first update comprises a first value for a first

portion of the file and a first value for a second portion of
the file;

wherein the second update comprises a second value for

the first file portion and a first value for a third portion of
the file;

wherein the first update does not include a value for the

third portion;

wherein the second update does not include a value for the

second portion;
responsive to receiving the first update, creating the file in
a data storage medium comprising the first value for the
first portion and the first value for the second portion;
responsive to receiving the second update, detecting a con-
currency conflict between the first value for the first
portion of the file in the data storage medium and the
second value for the first portion in the second update;

after the concurrency conflict is deconflicted, updating the
file in the data storage medium to include a deconflicted
value for the first portion and the first value for the third
portion from the second update;

wherein the method is performed by one or more comput-

ing devices at the first replication site.

7. The method of claim 6, wherein detecting the concur-
rency conflict comprises comparing a first version vector to a
second version vector, and determining the concurrency con-
flict exists based on results of the comparing.

8. The method of claim 6, further comprising automatically
deconflicting the concurrency conflict.

9. The method of claim 6, wherein the deconflicted value
for the first field is one of the first value for the first field or the
second value for the first field.
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10. The method of claim 6, wherein the deconflicted value
for the first field is neither the first value for the first field nor
the second value for the first field.

11. One or more non-transitory computer-readable media
storing instructions which, when executed by one or more
computing devices at a first replication site of a plurality of
replication sites, causes the one or more computing devices to
perform the method of claim 1.

12. One or more non-transitory computer-readable media
storing instructions which, when executed by one or more
computing devices at a first replication site of a plurality of
replication sites, causes the one or more computing devices to
perform the method of claim 6.

13. A method comprising:

at a first replication site of a plurality of replication sites,

the first replication site comprising one or more comput-
ing devices and a first database, the one or more com-
puting devices at the first replication site performing the
steps of:

storing, in the first database, a data object comprising a first

value for a first property of the data object, a first value
for a second property of the data object, and a first value
for a third property of the data object;
filtering, from a first update to be sent to a second replica-
tion site of the plurality of replication sites, the first value
for the third property, based on a first access control list
associated in the first database with the third property
and based on a first access control filter that governs
sharing of information in the first database by the first
replication site with the second replication site;

filtering, from a second update to be sent to a third repli-
cation site of the plurality of replication sites, the first
value for the second property, based on a second access
control list associated in the first database with the sec-
ond property and based on a second access control filter
that governs sharing of information in the first database
by the first replication site with the third replication site;

at a fourth replication site of the plurality of replication
sites, the fourth replication site comprising one or more
computing devices and a second database, the one or
more computing devices at the fourth replication site
performing the steps of:

receiving a third update to the data object from the second

replication site;

receiving a fourth update to the data object from the third

replication site;

wherein the third update comprises a second value for the

first property and the first value for the second property;
wherein the fourth update comprises a third value for the
first property and the first value for the third property;
responsive to receiving the third update, creating the data
record in the second database comprising the second
value for the first property and the first value for the
second property;
responsive to receiving the fourth update, detecting a con-
currency conflict between the second value for the first
property of the data record in the second database and
the third value for the first property in the fourth update;

after the concurrency conflict is deconflicted, updating the
data record in the second database to include a decon-
flicted value for the first property and the first value for
the third property from the fourth update.

14. The method of claim 13, wherein detecting the concur-
rency conflict comprises comparing a first version vector to a
second version vector, and determining the concurrency con-
flict exists based on results of the comparing.
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15. The method of claim 13, further comprising automati-
cally deconflicting the concurrency conflict.

16. The method of claim 13, wherein the deconflicted value
for the first property is one of the second value for the first
property or the third value for the first property.

17. The method of claim 13, wherein the deconflicted value
for the first property is neither the second value for the first
property nor the third value for the first property.

18. The method of claim 13, wherein the first access control
list associated in the first database with the third property
comprises a security classification level; and wherein the first
access control filter is configured to prevent the first replica-
tion site from sharing, with the second replication site, infor-
mation in the first database associated with the security clas-
sification level.

19. The method of claim 13, wherein the second access
control list associated in the first database with the second
property comprises a security classification level; and
wherein the second access control filter is configured to pre-
vent the first replication site from sharing, with the third
replication site, information in the first database associated
with the security classification level.

20. A system comprising:

one or more computing devices and a first database at a first

replication site of a plurality of replication sites;

one or more computing devices at a second replication site

of the plurality of replication sites;

one or more computing devices at a third replication site of

the plurality of replication sites;

one or more computing devices at a fourth replication site

of the plurality of replication sites;

wherein the one or more computing devices at the first

replication site are configured to:

store, in the first database, a data object comprising a first
value for a first property of the data object, a first value
for a second property of the data object, and a first
value for a third property of the data object;
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filter, from a first update to be sent to the second repli-
cation site, the first value for the third property, based
on a first access control list associated in the first
database with the third property and based on a first
access control filter that governs sharing of informa-
tion in the first database by the first replication site
with the second replication site;
filter, from a second update to be sent to the third repli-
cation site, the first value for the second property,
based on a second access control list associated in the
first database with the second property and based on a
second access control filter that governs sharing of
information in the first database by the first replication
site with the third replication site;
wherein the one or more computing devices at the fourth
replication site are configured to:
receive a third update to the data object from the second
replication site;
receive a fourth update to the data object from the third
replication site;
wherein the third update comprises a second value for the
first property and the first value for the second property;
wherein the fourth update comprises a third value for the
first property and the first value for the third property;
responsive to receiving the third update, create the data
record in the second database comprising the second
value for the first property and the first value for the
second property;
responsive to receiving the fourth update, detect a concur-
rency conflict between the second value for the first
property of the data record in the second database and
the third value for the first property in the fourth update;
after the concurrency conflict is deconflicted, update the
data record in the second database to include a decon-
flicted value for the first property and the first value for
the third property from the fourth update.
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